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Abstract

Noise due to dark current is a serious limitation for tak-
ing long exposure time images with a CCD digital camera.
Current solutions have serious drawbacks: interpolation of
pixels with high dark current leads to smoothing effects or
other artifacts – especially if a large number of pixels are
corrupted. Due to the exponential temperature dependence
of the dark current, dark frame subtraction works best for
temperature controlled high end CCD imaging systems.

On the physical level, two independent signals (charge
generated by photons hitting the CCD and by the dark cur-
rent) are added. Due to its random distribution, adding (or
subtracting) the dark current noise signal increases the en-
tropy of the resulting image. The entropy is minimal if the
dark current signal is not present at all.

A dark frame is a good representation of the dark cur-
rent noise. As the generated dark current depends on the
temperature equally for all pixels, a noisy image can be
cleaned by the subtraction of a scaled dark frame. The
scaling factor can be determined in an optimization step
which tries to minimize the entropy of the cleaned image.

We implemented a software system that effectively re-
moves dark current noise even from highly corrupted im-
ages. The resulting images contain almost no visible arti-
facts since only the noise signal is removed. This extends
the range of usable exposure times of digital cameras with-
out temperature control systems by about one to two orders
of magnitude.

1. Introduction

The ability of modern CCD digital cameras to take images
with long exposure times is seriously limited by dark cur-
rent noise. Images with exposure times of several seconds
are often highly corrupted. Only a small portion of current
cameras is equipped with a cooling system to reduce the
amount of dark current noise.

Given no additional information about the properties
of this noise, the only possibility to remove it is to ap-
ply general noise detection and removal techniques such
as median filtering [4]. However these techniques only de-
tect that a pixel is noisy and try to infer the true pixel value
from the values of neighboring pixels.

As each sensor element on a CCD chip generates a
characteristic amount of dark current [7], it is possible to
capture this information in a separate calibration step. It
can be used afterwards to subtract the dark current noise
from noisy images (dark frame subtraction). This tech-
nique has the advantage of reconstructing the true pixel
value of a noisy pixel instead of infering it from neighbor-
ing values.

The amount of dark current generated by a particular
sensor element is approximately constant under fixed ex-
ternal conditions. Unfortunately, it depends exponentially
on the temperature of the CCD chip and doubles for a tem-
perature increase of about 5 Kelvin [1]. This exponential
behavior makes dark frame subtraction hard to use unless
the temperature can be controlled very strictly. If the tem-
perature can only be measured but not controlled, scaling
the entire dark frame with a correction factor k before sub-
traction works well in principle. The correct k has to be
derived from the temperature difference between the two
images. But due to the exponential behavior it is difficult
to set k correctly.

In this paper we describe a technique to find the cor-
rect factor k based on the entropy of the resulting image.
In contrast to techniques that try to maximize the entropy
e.g. to remove blur [7] we try to minimize the entropy via
dark frame subtraction.

In Section 3 we describe the theoretical foundation for
this technique, Section 4 shows its relation to compression
algorithms, and Section 5 discusses some implementation
issues. In Section 6 we show some results before we finish
with our conclusions in Section 7.

2. Physical Foundation

When light hits a sensor element of a CCD chip an amount
of charge proportional to the incoming light is generated
and stored. The most important other source of charge is
the so called dark current – the amount of charge that is
generated even in absence of light [6]. Apart from random
fluctuations, each sensor element generates a characteristic
amount of dark current which depends exponentially on
the temperature. In addition there are other noise sources
in a CCD imaging system which are not discussed in this
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paper [6].
For the sensors on a CCD chip we use the following

model that was derived from our experiments: for a sensor
element j the total amount of charge Qj collected during
an exposure with exposure time T can be written as

Qj =Qlight;j + kQnoise;j +Qother;j (1)

=

Z
T

Ilight;j(t) dt+

Z
T

kInoise;j dt+Qother;j (2)

=

Z
T

Ilight;j(t) dt+ kTInoise;j +Qother;j (3)

with a single temperature-dependent constant k for all sen-
sor elements. This corresponds to a physical model of a
sensor element where all charge is generated by current
sources and the current does not depend on the amount
of charge already stored in the sensor element. The dark
current Inoise;j is therefore assumed to be constant over
time. Furthermore we assume that Qother;j is either much
smaller than kQnoise;j or compensated by other techniques
and can therefore be neglected.

The constant Qnoise;j scaled by an unknown temper-
ature constant ku can then be determined for a given ex-
posure time T by taking an image with no light hitting the
sensor. The accuracy can be improved by averaging sev-
eral images which were taken under the same conditions
to remove random fluctuations. Such an image contain-
ing only the dark current noise is called a noise image, an
image of a scene that also contains dark current noise is
called a target image. A cleaned image is a target image for
which some dark frame subtraction has been performed.

As the amount of charge due to dark current depends
on two variables – the exposure time and the temperature
– a database of noise images containing the appropriate
image for each combination of exposure time and temper-
ature would be very large and impractical even if the tem-
perature could be controlled or measured exactly. The goal
of our algorithm is therefore to use a single noise image
generated under roughly the same conditions as the target
image and than to find a suitable k that removes the con-
tribution of Qnoise;j as accurately as possible.

2.1. Analog-Digital Conversion

When an image is taken the amount of charge collected on
each sensor element is converted into a digital value lead-
ing to an image P with pixel values Pj . In the following
we assume that the pixel values Pj are proportional to the
amount of charge Qj collected during the exposure. De-
pending on the properties of the actual camera system used
this may require additional processing steps e.g. to correct
for the internal gamma factor setting of the camera.

3. Entropy

According to Shannon’s information theory [8], the en-
tropy H of some data taken from an alphabet with n char-
acters with probabilities p0; :::; pn�1 can be expressed as

H = �

n�1X
i=0

pi log pi: (4)

The entropy is a measure for the information content of
the data. It becomes maximal if all symbols occur with the
same probability. It is minimal if only one symbol occurs
in the data.

A digital image P is a (two-dimensional) array of pixel
values Pj . The set of possible pixel values (or alternatively
the set of values with a probability larger than zero, i.e. the
set of all values that occur at least once in the image) forms
an alphabet which can be used to compute the entropy of
the image as described above.

The entropy of an image is not an ideal measure for
its information content. It depends only on the probability
of the elements of the alphabet and totally disregards the
spatial distribution of the pixel values in the corresponding
image. Therefore the image of a gray ramp can have the
same entropy as random noise as long as the values have
the same probability distribution. Furthermore the entropy
is only a meaningful measure for the information content
of a real image if the number of used elements of the alpha-
bet is much smaller than the number of pixels. As images
are usually digitized and stored with a very limited preci-
sion (e.g. 8 or 12 bits per value) this is normally true. In
spite of these facts we use the entropy because it helps to
understand the principle of our technique and only leads
to problems for special cases. In Section 4 we describe
other implementations that use different measures for the
information content of an image.

3.1. Image Properties

The entropy of an image depends heavily on its contents.
A noiseless or almost noiseless image (e.g. an image cap-
tured with a digital camera at a short exposure time) has
– except for some special cases – a rather low entropy. In
contrast to that the entropy of a noise image is very high
due to the random properties of the dark current noise.

For the same reason a CCD image with long expo-
sure time containing a considerable amount of noise has a
much higher entropy than the same image after dark frame
subtraction with a correct factor k. Furthermore, the en-
tropy increases again if the fixed pattern noise is overcom-
pensated (k is too large). This leads to the addition of
a “negative dark current noise” which has the same ran-
dom properties and is therefore again a high entropy signal.
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Figure 1: Curves for test image A. The image shows the com-
pressed file size in bits as a function of k with k 2 [0; 1] using
Huffman encoding. The values were clamped to 0 for the lower
curve. Negative values were allowed for the upper curve. The
optimum is located at k = 0:46.

Dark frame subtraction with an optimal correction factor k
therefore minimizes the entropy of the corrected image.

3.2. Optimization

This property can be used in an optimization step to find a
good correction factor k: given a target image P with dark
current noise and a noise image Pnoise, a series of images
Pk is computed where the value of a pixel j is given as

Pk;j = Pj � kPnoise;j : (5)

For each image, the entropy Hk is computed as a quality
measure. The correction factor k, that minimizes the en-
tropy of the corrected image, is selected as the optimal so-
lution. Pixels for which clipping occurred due to saturated
sensor elements during analog-digital conversion must be
excluded from the entropy computation.

The optimization can return a wrong result if negative
values, which can occur due to overcompensation or ran-
dom noise, are not included as well. Figure 1 shows the
result of two optimization runs where negative values were
once clipped and once allowed. The same optimal correc-
tion factor k = 0:46 was nevertheless found in both cases.
The size of the Huffman encoding of the images was used
as quality measure, which is described in Section 4.

3.3. Practical Considerations

Due to the limited precision of image data, it is not rec-
ommended to use an arbitrary correction factor. Instead,
an additional noise image should be acquired under condi-
tions that match those of the target image more closely if
k is too small or too large.

The entropy of a cleaned CCD image depends on other
factors as well – especially on the characteristics of the
analog-digital conversion. In some cases, the actual preci-
sion (bits per pixel value) of the conversion process may be
lower than the requested resolution of the image data for-
mat. The optimization process then introduces new pixel
values. This extension of the alphabet may lead to a dras-
tical increase of the entropy. In this case, the image values
Pk;j should be rounded to the same precision as the origi-
nal data.

Depending on the amount of noise in an image it is
often sufficient to use only a small region of the image
for the computation of k which can reduce the cost of this
approach significantly.

4. Compression Algorithms

The ability of a compression algorithm to compress data
is closely related with the information content of the data.
The Huffman compression algorithm [5], which is directly
based on the entropy of the data, assigns short code words
to values with high probability and long code words to val-
ues with low probability. The compressed data has there-
fore a very high entropy. So instead of computing the en-
tropy, it is possible to use the size of the Huffman com-
pressed images as a quality measure. It is minimal for an
optimal k.

The compression efficiency of other generic compres-
sion algorithms like gzip [3] generally also depends on the
information content of the compressed data, which makes
them also suitable for this technique. Details depend on
the specific algorithm. One advantage of some of these al-
gorithms is that they consider not only the probability of
single values but also that of repeating patterns or constant
data regions.

4.1. Image Compression Algorithms

This is especially true for image compression algorithms
which expoit the two-dimensional nature of the images.
Some of them even take into account specific properties of
natural images such as constant regions. They are often
implemented in specific file formats.

Figure 2 shows the resulting file sizes for an example
image. The curves of the gzip-compressed raw data and
the lossless image compression techniques show an iden-
tical behavior and lead to the same correction factor as the
entropy based Huffman code (see Figure 1).

The two examples of lossy JPEG compressions show
also a significant change in the behaviour of the curves for
an optimal k, which is more noticeable for the one with
high quality setting. Although the file size is not minimal
for an optimal k, it is marked by a change of the gradi-
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Figure 2: Curves for test image A. The image shows the com-
pressed file size in byte for a series of k with k 2 [0; 2] and for
several compression methods (left border top to bottom: RAW
image with gzip, JPEG quality 100%, TIFF with LZW compres-
sion, PNG with quality 100%, JPEG quality 75%). The optimum
is located at k = 0:46.

ent. Using the size of a JPEG compressed image as quality
measure is especially interesting as many cameras support
JPEG compression in hardware.

5. Implementation Issues

In theory our technique requires only a single noise image.
Due to the limited precision of real image data, other noise
sources, and nonlinearities, a small number of additional
noise images should be used to arrive at a reasonable k.

In some of our test cases with different exposure times
of the target image and the dark image, the minimum cri-
teria was not sufficient to select an optimal k. However,
other characteristics of the curve (e.g. a change in the gra-
dient as in the JPEG examples in Figure 2) can be used
to determine the optimal k. Alternatively, a target image
can always be corrected using a noise image with the same
exposure time.

The dark current properties of a CCD chip change only
slowly over time, allowing the use of a single set of noise
images for the calibration during an extended period of
time.

High resolution CCD cameras often require a host com-
puter to generate the final images. Our dark frame sub-
traction technique can be easily implemented on the host
computer. Alternatively the noise images can be stored
on the camera itself. The camera’s signal processing hard-
ware can be used for histogram calculation (to compute the
probability of the values in the image) or for image com-
pression.

5.1. Additional Image Processing

Once an optimal k is found a corrected version of the orig-
inal image can be computed. Here again, pixels that were
overexposed in the original image or in the noise image
have to be treated separately. If the goal is to get a faith-
ful representation (i.e. for scientific purposes) they can be
marked as invalid. Otherwise linear interpolation or an-
other technique can be used to reconstruct the missing val-
ues.

6. Results

We applied this technique to various images with differ-
ent exposure times of up to 25 s. The images were taken
with a single chip 6 million pixel professional digital cam-
era (Kodak DCS 560). The original sensor values were
reconstructed for each pixel. The optimal correction factor
k was robustly found using the quality measures described
above and even highly corrupted images could be cleaned.

Figure 3 shows an example of the cleaning process.
Note that although the test image and the noise image were
taken with the same exposure time the optimal correction
factor is k = 0:65 and not 1:0.

Some noise pixels were usually left untouched by our
technique. They seem to be due to other noise sources or
random processes beyond our control. For visually pleas-
ing images these pixels can be treated manually or with the
use of generic noise removal techniques.

Some of our implementations consumed a consider-
able amount of resources as a huge amount of data was
produced and analyzed. Currently the computation time
for an optimization consisting of 200 steps for a 6 mil-
lion pixel image on an SGI Octane is 88 s if we use the
Huffman code length as quality measure. Smaller image
regions lead to a linear speedup. In an ideal case where
the exposure times of the target and the noise image were
identical we could find the optimal correction factor using
only 2000 pixels.

7. Conclusion and Future Work

Dark frame subtraction is an effective technique to reduce
dark current noise if the dark frame is scaled appropriately.
Using entropy based techniques the scale can be robustly
determined without additional knowledge about the con-
ditions during the exposure. The true pixel values can be
reconstructed even for highly corrupted images without in-
troducing smoothing artifacts.

We developped this approach to extend the usable range
of exposure times of our camera, which we use a measure-
ment tool e.g. to deterimne the surface characteristics of
different test objects. As there is still a tradeoff between
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very accurate results and computation cost if a large num-
ber of images is processed, we hope to further improve
the efficiency. Other measures for the information content
could allow the use of the simple minimum entropy crite-
ria even for very different exposure times. Finally, it could
be interesting to incorporate this noise removal technique
directly into a camera.

For this technique a patent application has been filed.
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Figure 3: Excerpt of test image B taken with 25 s exposure time.
Top: original version of the image. Middle: captured noise image
with 25 s exposure time. Bottom: cleaned version for optimal
k = 0:65. The checkerboard pattern is due to a color filter array
on the CCD chip.

Figure 4: Color images taken from test image B. The upper ver-
sion was not corrected, the lower image was corrected using
our method. The images were reconstructed using the threshold-
based variable number of gradients method [2].
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